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CHAPTER
ONE

RELEASE NOTES VONECLOUD 1.6.0

1.1 What’s New vOneCloud 1.6

vOneCloud 1.6 is powered by OpenNebula Cotton Candy, and, as such, includes all the functionality present in Open-
Nebula 4.12 Cotton Candy.

The following Cloud Management features have been introduced in vOneCloud 1.6:

e Capacity honoring in VM Templates. VM Templates can be adjusted in terms of CPU and Memory. vOneCloud
will modify these parameters at the time of cloning a Template into a Virtual Machine

e Capacity resizing. Running VMs can be poweroff and having their capacity (CPU and/or Memory) changed.

* Resource Pool. vOneCloud can be confined into a Resource Pool, to allow only a fraction of the vCenter
infrastructure to be used by vOneCloud users

* Provisioning scripts. vOneCloud can instruct VMs to run generic scripts at boot time to further configure the
guest OS or any software package

* Keymap support for VNC connections. Now the keyboard layout can be defined to improve the VNC connection
experience

Multiple bugfixes and documentation improvements have been included in this version. vOneCloud 1.6 has been
certified with support for vSphere 5.5 and 6.0.

The Automated Upgrade process implemented by the Control Panel will only be available to users with an active
support subscription. With this functionality users will be notified when a new vOneCloud release is available for
download and they will be able to upgrade the vOneCloud platform with a single click. However, this release (1.6)
has been marked as public so everyone can upgrade from previous versions using the Control Panel.

1.2 Upgrade

Upgrading to a newer version of vOneCloud is only supported for users with an active support subscription. The
upgrade process is carried out in the Control Panel web interface.

When a new vOneCloud release is available for download, users with an active support subscription will be notified in
the Sunstone interface (in particular, in the Control Panel link), as well as in the main Dashboard area of the Control
Panel, and will be able to upgrade with a single click. The Control Panel component will, behind the scenes:

* download the new vOneCloud packages
* install the new vOneCloud packages, keeping the existing configuration

* restart the OpenNebula service, with no downtime whatsoever to the currently running virtual machines.
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The Control Panel will display a message after the upgrade is performed, at this moment vOneCloud services would
be up and running and updated to the latest version.

1.3 System Requirements

Warning: It is advised to manage one vCenter by only one vOneCloud. Otherwise VMs from both server will
clash and poduce errors.

The following components are needed to be present in the infrastructure to implement a cloud infrastructure run by
vOneCloud:

Component Observations

Center 5.5 and 6.0
vi-enter 0. 4l * ESX hosts, VM Templates and Running VMs ex-

pected to be managed by vOneCloud needs to be
grouped into clusters

¢ The IP or DNS needs to be known, as well as the
credentials (username and password) of an admin
user.

* DRS is not required but it is recommended.
vOneCloud does not schedule to the granularity
of ESX hosts, and you would need DRS to select
the actual ESX host within the cluster. Otherwise
the VM will be started in the ESX host associated
to the VM Template

* All ESX belonging to the same vCenter cluster to
be exposed to vOneCloud need to share at least
one datastore among them.

* VMs that will be instantiated through vOneCloud
saved as VMs Templates in vCenter.

ESX 5. .
$X 5.5 and 6.0 ¢ With at least 2 GB of free RAM and 1 free CPU

e To enable VNC functionality from vOneCloud
there are two requirements: 1) the ESX hosts need
to be reachable from vOneCloud and 2) the ESX
firewall should allow for VNC connections (see
the note below)

guest OS VMware tools are needed in the guestOS to enable sev-
eral features (contextualization and networking feed-
back). Please install VMware Tools (for Windows) or
Open Virtual Machine Tools (for *nix) in the guestOS.

Note: To enable VNC functionality for vOneCloud, repeat the following procedure for each ESX:

* In the vSphere client proceed to Home -> Inventory -> Hosts and Clusters
¢ Select the ESX host, Configuration tab and select Security Profile in the Software category.
¢ In the Firewall section, select Edit. Enable GDB Server, then click OK.

Make sure that the ESX hosts are reachable from vOneCloud.

2 Chapter 1. Release Notes vOneCloud 1.6.0
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vOneCloud ships with a default of 2 CPUs and 2 GB of RAM, and as such it has been certified for infrastructures of
the following dimensions:

* Up to 4 vCenters
* Up to 40 ESXs managed by each vCenter
* Up to 1.000 VMs in total, each vCenter managing up to 250 VMs

e Up to 100 users, being the concurrent limit 10 users accessing the system simultaneously

Note: For infrastructures exceeding the aforementioned limits, we recommend an installation of OpenNebula from
scratch on a bare metal server, using the vCenter drivers

1.4 Known Issues and Limitations

1.4.1 Known Issues

These known issues will be addressed in future versions of vOneCloud.

VCENTER_PASSWORD gets double encrypted in host update
Each time a vOneCloud host representing a vCenter cluster has one attribute updated (for instance, to set the resource

pool tag), the VCENTER_PASSWORD gets encrypted. The workaround is to reenter the VCENTER_PASSWORD
after the vOneCloud host attribute is updated.

Hybrid IP addresses not shown in Sunstone VM datatable

They are displayed in the info panel of the VM, which appears below the datatable after clicking the VM in the
datatable

Error during upgrades if Proxy is configured

There is a problem when upgrading from 1.2.x to 1.4.0 if proxy is configured that requires a manual intervention.
Upgrade normally, and you will see that the start job has failed. Login to the vOneCloud console as explained here,
and execute the following commands:

echo export http_proxy=<yourproxy> > /etc/profile.d/proxy.sh

source /etc/profile.d/proxy.sh

gem install mysgl --no-ri --no-rdoc

sudo -u oneadmin onedb upgrade -u oneadmin -p oneadmin -d opennebula
/usr/lib/one/vonecloud-control-center/scripts/opennebula-server.sh restart

Found more?

If you find any new issue, please let us know in the Community Questions section of the vOneCloud Support Portal.

1.4. Known Issues and Limitations 3
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1.4.2 Limitations

These limitations will be addressed in future versions of vOneCloud:

Limitation

Description

VM Unsupported Operations

The following operations are only supported from vCe

* Attach/detach disk to a running VM
* Migrate VM to different ESX clusters

nter:

No MultivCenter Templates

vOneCloud Templates representing two or more vCen-
ter VM Templates cannot currently be defined.

No spaces in Clusters

VMware Clusters with space in their names are not sup-
ported

No proxy support for SoftLayer

If vOneCloud is running behind a corporate http proxy,
the SoftLayer hybrid connectors won’t be available

No auth proxy support for Azure

Azure driver only supports proxies without authentica-
tion. That is, without username and password.

No FILES support in context

Contextualization in vOneCloud does not support pass-
ing files to Virtual Machines

Cannot import “one-” VMs

VMs deployed by another instance of vOneCloud, or
machines named with a leading “one-" cannot be im-
ported again

If you find any new limitation, feel free to add a feature request in Community - Feature Request section of the

vOneCloud Support Portal.

Chapter 1. Release Notes vOneCloud 1.6.0
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CHAPTER
TWO

OVERVIEW

2.1 Introduction

vOneCloud extends vCenter with cloud features such as provisioning, elasticity, multi-tenancy and multi-vm capabili-
ties. vOneCloud is designed for companies that want to create a self-service cloud environment on top of their VMware
infrastructure without having to abandon their investment in VMware and retool the entire stack. vOneCloud leverages
advanced features such as vMotion, HA or DRS scheduling provided by the VMware vSphere product family.

This section describes the vOneCloud platform as a whole, and its components, features and roles.

2.2 What Is?

vOneCloud

The Open Replacement for vCloud

vOneCloud is an OpenNebula distribution optimized to work on existing VMware vCenter deployments. It deploys
an enterprise-ready OpenNebula cloud just in a few minutes where the infrastructure is managed by already familiar
VMware tools, such as vSphere and vCenter Operations Manager, and the provisioning, elasticity, multi-tenancy,
elasticity and multi-vm cloud features are offered by OpenNebula. It inherits all the benefits from the open source
cloud managment platform, adding an easy to deploy, easy to use aspect due to pre configuration of the OpenNebula
install contained within the appliance.

vOneCloud is distributed as a virtual appliance in OVA format for vSphere. It contains all required OpenNebula
services within a single CentOS Linux appliance. All components are fully open-source and have been certified to
work in enterprise environments, vOneCloud 1.6 includes:

CentOS 7.0
OpenNebula | 4.12.3

VMware vSphere
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The following table summarizes the benefits of vOneCloud:

Powerful

Virtual data centers, self-service, datacenter federation,
hybrid cloud on VMware

environments

Cost Effective

Free, there are no license costs, all componentes are
fully open-source software

Flexible

Completely open, customizable and modular, so it can
be adapted to your needs

No Lock-in

Platform independent, gradually migrate to other
virtualization platforms

Simple

Very easy to install, upgrade, and maintain, with
easy-to-use graphical interfaces

Enterprise-ready

Certified, production-ready with commercial support
subscriptions and

professional services

2.3 vOneCloud Features

vOneCloud leverages the functionality of OpenNebula. The following features come preconfigured and can be used
out-of-the-box with vOneCloud:

* Cloud User Interfaces

— Simple, clean, intuitive portals for cloud consumers and Virtual Datacenter (VDC) administrators.
* Cloud Admin Interfaces

— SunStone Portal for administrators and advanced users

— Powerful CLI that resembles typical UNIX commands applications
¢ Import Existing Resources

— Import existing vCenter VM Templates

— Import existing vCenter Networks and Distributed vSwitches

— Import existing running Virtual Machines

¢ On-demand Provision of Virtual Data Centers

6 Chapter 2. Overview
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— Dynamic creation of Virtual Data Centers (VDCs) as fully-isolated virtual infrastructure environments
where a group of users, under the control of the group administrator, can create and manage compute
capacity

— Placement of VDCs to multiple vCenters

— Resource Pool Confinment, restrict vOneCloud users to a subset of hardware specified by a Resource Pool
* Hybrid Cloud

— Cloud-bursting of VMs to public clouds

¢ Fast Provisioning

Automatic provision of Virtual Machines and Services (Multi-VM applications) from a Template catalog

VM Template cloning and editing capabilities to maintain Template catalog

Automatic execution and scaling of multi-tiered applications

Snapshotting

Contextualization capabilities, including the ability to run any script at VM boot time

¢ Security and Resource Consumption Control

Resource Quota Management to track and limit computing resource utilization

Fine-grained accounting and monitoring
— Complete isolated VDCs and organizations
— Fine-grained ACLs and user quotas
— VM capacity resizing (CPU and Memory)
— Powerful user, group and role management
— vCenter Network and Distributed vSwitch support
— Attach/detach network interfaces funcionality
— Capacity (CPU and MEMORY) resizing
— Showback functionality to report resource usage cost
— VNC connection to VMs, including the ability to set keymap
* Enterprise Datacenter Component Integration Capabilities
— Integration with user management services like Active Directory and LDAP.
— HTTP Proxy support
* Reliability, Efficiency and Massive Scalability
— Profit from years of testing and production use
— Be sure that your Cloud Mangement Platform will be up to the task
vOneCloud additionally brings new configuration and upgrade tools:
* Appliance and Services Configuration
— Control Console for vOneCloud appliance configuration
— Control Panel (Web UI) for vOneCloud services configuration and debugging
* Smooth Upgrade Process

2.3. vOneCloud Features 7
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— Automatic upgrade process and notifications through the Control Panel available for users with an active
support subscription

If you feel that there is a particular feature interesting for the general public, feel free to add a feature request in
Community - Feature Request section of the vOneCloud Support Portal. vOneCloud can leverage all the functionality
that OpenNebula delivers, but some of it needs additional configuration steps:

 Centralized Management of Multiple Zones. Federate different datacenters by joining several vOneCloud in-
stances.

e Community Virtual Appliance Marketplace. Create your own marketplace or benefit from community contribu-
tions with an online catalog of ready-to-run virtual appliances.

* Broad Commodity and Enterprise Platform Support. Underlying OpenNebula software features an amazingly
flexible and plugin oriented architecture that eases the integration with existing datacenter components. Do no
reinvent your datacenter, evolve it!

e Virtual & Physical Infrastructure Control. Manage all aspects of your physical (hypervisors, storage backends,
etc) & virtualized (VM lifecycle, VM images, virtual networks, etc) from a centralized web interface (Sunstone).

Although the configuration is tailored for vCenter infrastructures, all the power of OpenNebula is contained in
vOneCloud and it can be unleashed!

2.4 Components

This diagram reflects the relationship between the components that compose the vOneCloud platform.

8 Chapter 2. Overview
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vCenter

vOneCloud

Control Panel Control Console

Cloud Manager
OpenNebula (Sunstone)

ESX

2.4.1 vCenter infrastructure

* vOneCloud is an appliance that is executed under vCenter. vOneCloud then leverages this previously set up
infrastructure composed of vCenter and ESX nodes.

2.4.2 OpenNebula (Cloud Manager)

* OpenNebula acts as the Cloud Manager of vOneCloud, responsible for managing your virtual vCenter resources
and adding a Cloud layer on top of it.

* Sunstone is the web-based graphical interface of OpenNebula. It is available at http://<appliance_ip>. This in-
terface is at the same time the main administration interface for you cloud infrastructure, and consumer interface
for the final users of the cloud.

2.4. Components 9
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2.4.3 Control Console and Control Panel
Control Console and Control Panel are two components which have the goal of configuring different aspects of the
vOneCloud appliance: network, appliance user accounts, OpenNebula (Sunstone) configuration and services.

* The Control Console is a text based wizard accesible through the vCenter console to the vOneCloud appliance
and has relevance in the bootstrap process and the configuration of the appliance

» The Control Panel is a slick web interface and is oriented to the configuration of the vOneCloud services as well
as used to update to a newer version of vOneCloud.

2.5 Accounts

The vOneCloud platform ships with several pre-created user accounts which will be described in this section:

Ac- Interface Role Description
count
root linux Appliance This user can log into the appliance (local login, no SSH).
administrator
onead-| vOneCloud | vOneCloud Used to configure several aspects of the vOneCloud Appliance
min Control Appliance infrastructure: OpenNebula services, automatic upgrades, and drivers
Panel administrator configuration (hybrid drivers and Active Directory integration).
CloudAddpenNeb- | Cloud Cloud Administrator. Run any task in OpenNebula, including creating
min ula Administrator other users.
(Sunstone)

Different cloud roles can be used in order to offer and consume cloud provisioning services in Sunstone (vOneCloud
Web UI). These roles can be defined through Sunstone, and in particular CloudAdmin comes preconfigured as the
Cloud Administrator.

2.5.1 root linux account

vOneCloud runs on top of Linux (in particular CentOS 7 <http://www.centos.org/>), therefore the administrators of
the vOneCloud appliance should be able to have console access to the appliance. The appliance comes with a root
account with an undefined password. This password must be set during the first boot of the appliance. The vOneCloud
Control Console will prompt the administrator for a new root password.

Please note that ssh acccess to the root account is disabled by default in the appliance, the only possible way of logging
in, is to log in using an alternate TTY in the vCenter console of the vOneCloud appliance and logging in.

Note: Console access to the appliance is not required by vOneCloud. Use it only under special circumstances. If you
are a user with an active support subscription, make sure any changes applied in the appliance are supported by the

vOneCloud support.

2.5.2 oneadmin account
The main use of this account is to access the vOneCloud Control Panel (http://<appliance_ip>:8000). Only this account
will have access to the Control Panel, no other user will be allowed to log in.

However, the oneadmin account is also a valid Sunstone account, but we strongly recommend not to use this account
to access the Sunstone Web UI, relying instead in the pre-existing CloudAdmin account (see below).

10 Chapter 2. Overview
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The oneadmin account password is set by the admin user during the initial configuration of the vOneCloud Control
Console. The password can only be changed in the vOneCloud Control Console. After changing it the user must
restart the OpenNebula service in the vOneCloud Control Panel.

2.5.3 CloudAdmin OpenNebula (Sunstone) account

This account is used to log into Sunstone. It is a Cloud Administrator account, capable of running any task within
OpenNebula, however, since this account cannot log into the vOneCloud Control Panel, it cannot control Appliance
infrastructure, only the virtual resources.

This account should also be used to create other accounts within Sunstone, either with the same level of privileges (by
placing a new account in the oneadmin group) or final user without admin privileges. These final users can either be
VDCadmins or cloud consumers.

The default password for this account is CloudAdmin (just like the username). Make sure you change the password
within Sunstone once you log in.

2.5. Accounts 11
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CHAPTER
THREE

SIMPLE CLOUD DEPLOYMENT

3.1 All About Simplicity

vOneCloud is preconfigured to be plugged into your existing vCenter infrastructure and quickly start using its cloud
features. vOneCloud is the perfect choice for companies that want to create a self-service cloud environment on top
of their VMware infrastructure without having to abandon their investment in VMware and retool the entire stack.

Simple to Use Simple graphical interfaces for cloud consumers, and VDC and cloud administrators.
Simple to Update | New versions can be easily installed with no downtime of the virtual workload.
Simple to Adopt | Add cloud features, do not interfere in existing VMware procedures and workflows.
Simple to Install | CentOS appliance deployable through vSphere, able to import your system

This guide will guide through all the needed steps to deploy vOneCloud and prepare your new cloud to provision your
end users.

3.2 Download and Deploy

Download links:
¢ Download

You can import this OVA appliance to your vCenter infrastructure. It is based on CentOS 7 and has the VMware tools
enabled.

The appliance requirements are kept to a strict minimum so it can be executed in any vCenter installation. However,
before deploying it, please read the system requirements.

Follow the next steps to deploy a fully functional vOneCloud:

3.2.1 Step 1. Deploying the OVA

Login to your vCenter installation and select the appropriate datacenter and cluster, where you want to deploy the
appliance. Select the Deploy OVF Template.

13
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@ add Host

Basic Tasks Explore Further @ Add Host 2
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‘ij Create a cluster Learn how to ¢create datacenters @ vONE- Clone Vir... Q.
¥ Create a new virtual machine Learn about hosts e ————
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£ Create a distributed switch Learn about folders ‘Tﬁ)‘ Mew (2)  Acknowl

¢ 10.01.153
Host connection and power .

A ke

You have the option now to input the URL of the appliance (you can find it at the top of this page), or if you have
previously downloaded it, you can simply browse to the download path as such:

Deploy OVF Template () »

Select source
Selectthe source location

1 Source

1h Review details Enter a URL to download and install the OVF package fram the Internet, or browse to a location accessible fram your computer,
such as alocal hard drive, a network share, or a COIOVD drive.
2 Destination
2a Selectname and folder @ URL

2h Selecta resource | |v|
() Local file

2r Select storage

Brows
3 Readyto complete ;]

Next Cancel
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Libraries Adrministrator
Swskem Folder & Syskem Folder

Metwork,
[ Systern Folder

Metwark

7 e m

File name: I'-.-'D nelCloud-4_10-beta j Open
Files of type: IEI"-.-’F Packages [".ovf, * ova) j Cancel
Select the name and folder:
Deploy OVF Template , M
1 Source Select name and folder

Specify a name and location for the deployed ternplate
v 1a Select source

v 1h Review details

Mame: |v0neCIOud-4.1D-beta

2 Destination

Select a folder or datacenter

elect name and falder

| @ ESearch
2h Selecta resource §

w [ WIN-1GORA30R 203
ment

2r Select storage

3 Readyto complete » VONE

The falder you select is where the entity will be located, and
will be used to apply permissions to it

The name of the entity must be unigque within each vCenter
Server Vi folder.

Back Next Cancel

3.2. Download and Deploy
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Select a resource to run the appliance:

Deploy OVF Template 2 M
1 Source Select a resource
Selectwhere to run the deployed template
v 1a Select source
v 1b Review details K
Select location to run the deployed template
2 Destination
Q
v 2a Selectname and folder
¥ [lg Developrment
» B devel
2c Select storage tandal
v@ stancaone Select a cluster, host, wApp, ar resource paal in which to run
2d Setup netwarks & the deployed template
e 10001152
3 Readyto complete g
Back Next Cancel
Select the datastore:
Deploy OVF Template 2 M
1 Source Select storage

Select location to store the files for the deploved template
v 1a Select source

b Rems UsEDS Selectvirtual disk format: | Thin Provision | ~ |

Thick Provision Lazy Zeroed o
Thick Provision Eager Zeroed

ZiCEstnation Whi Storage Palicy:
v 2a Selectname and folder

The fallowing datastaores atyou selected. Select the destination datastore far the

v 2b Selecta resource virtual machine configuratl
Mame Capacity Frovisioned Fres Type Storage DRS
2d Setup networks ] datastore1 (2) 229.25GB 209.81 GB 114.86 GB YFS
3 Ready to complete
4 L3
Back Next Cancel

Select the Network. You will need to choose a network that has access to the ESX hosts.
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Deploy OVF Template 20
1 Source Setup networks
Configure the networks the deployed template should use
v 1a Select source
v Th Review details Source Destination Configuration
2 Destination [ internal |v| v
v 2a Selectname and folder Wh Metwork
v 20 electaresource
v 2r Select storage
4 I protacol: IPv4 IP allocation:  Static - Manual €
+~ 3 Readyto complete
Source: internal - Description
The internal netwark
Destination: internal - Protocol settings
Mo configuration needed far this netwark
Back Next Finish Cancel
Review the settings selection and click finish. Wait for the Virtual Machine to appear in the cluster.
Deploy OVF Template 2) W
1 Source Ready to complete
Review yaur settings selections before finishing the wizard.
v la Select source
v 1h Review details OVF file CUsersiAdministratonDeskioptvOneCloud-4_1 0-heta.ova
2 Destination Download size 640.3 MB
+  2a Select name and folder Size on disk 1368
Mame vioneCloud-4.10-beta
" 2b Select aresource
Datastore datastare1 {2)
w2 SR SEge Target 10.0.1.150
v 2d Setup networks Falder Development
¥ 3 Readyto complete Disk storage Thin Provision
Metwark mapping internal to internal
IP allocation Static - Manual, IPv4
|:| Fower an after deplayment
Back Finish Cancel

Now you can power on the Virtual Machine (to edit settings before, read this section):

3.2. Download and Deploy
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vmware* vSphere Web Client #& @
4 vCenter D R (3 vOneCloud 4.10-beta  Actions ~ = X
L&) 2 8 a Getting Started | Summary  Monitor  Manage  Related Objects ~ [¢] Recent Tasks ol
- LA WIN-1GOQY20RIUZ
[y Devalopment What s a Virtual Machine? v’A”D i R&?:Lng at L
» [ Discovered virtual maching eploy ermplate
) Avirtual machine is a software computer that, B voneCloud-4.10-bet
(31 (31} Virtual Machines like a physical computer, runs an aperating i vinetloud-4.10-beta
a . systern and applications. An operating Virtual Machines + Initialize OVF deployrment
systemn installed on a virtual machine is E
called a guest operating system 10.0.1.1560
| thyLinw: B4 bits A
[ Windows 2008RS Because every vitual machine is an \s_olated N |
computing enviranment, vau can use vitual
b [[vONE machines as deskiop or warkstation
enwironments, as testing ervironments, or to
consolidate server applications
InvCenter Serer, virtual machines rn on LRSS UGS
hosts or clusters. The same hostcanron e
many wirtual machines. ~ | # \Work In Progress (]
wONE - Clone Virt.. .
T sdd Host @
Add Host i)
Add Host .
Basic Tasks Explore Further E
[» Power on the virtual machine Learn how te install a guest ~ ©) Alarms =’
operating system A3 | Mew (2} Ackno
Power an the selected virtual machines. apout virtual machines & :
o - - 1001153
G Edit virtual machine settings Learn about templates
Host connection and power
A vonE
Wirtual maching Consolidat)
© wiIN-1G00930R2UZ .
|

3.2.2 Step 2. vOneCloud Control Console - Initial Configuration

When the VM boots up you will see in the vCenter console in vCenter the vOneCloud Control Console, showing this
wizard:

11 |
I 1s _ _ 1
byt ronl
S P b S ST P
by OpenBebula Systems

Welcome to uvOneCloud Control Console. You have started vineClowud for the first

time. Follow this short wizard to configure it:

Configure Network

Configure proxy

Jet the root passuword

Change the passuword for oneadmin in OpenNebula
Open vOneCloud Control Panel (web-based interface)

Press enter to continue...

In this wizard you need to configure the network. If you are using DHCP you can simply skip to the next item.
If you are using a static network configuration, answer yes and you will need to use a ncurses interface to:

* “Edit a connection”

¢ Select “Wirect connection 1”

* Change IPv4 CONFIGURATION from <Automatic> to <Manual> and select “Show”
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* Input the desired IP address/24 in Addresses
* Input Gateway and DNS Servers
¢ Select OK and then quit the dialog.

An example of static network configuration on the available network interface (see Editing the vOneCloud Appliance
for information on how to add new interfaces to vOneCloud) on the 10.0.1.x class C network, with a gateway in
10.0.1.1 and using 8.8.8.8 as the DNS server:

Next, you can configure the proxy if your network topology requires a proxy to access the internet. However please
note that it’s absolutely fine to use vOneCloud without any internet access at all, as you will be able to do most of the
things, except for automatic upgrades and hybrid cloud access.

Afterwards you need to define a root password. You won’t be using this very often, so write it down somewhere safe.
It’s your master password to the appliance.

The next item is the oneadmin account password. You will only need this to login to the vOneCloud Control Panel, a
web-based configuration interface we will see very shortly. Check the Accounts section to learn more about vOneCloud
roles and users.

We have now finished the vOneCloud Control Console initial configuration wizard. As the wizard itself will point out
now you can open the vOneCloud Control Panel by pointing your browser to http://<appliance_ip>:8000 and using
the oneadmin account and password just chosen.

3.2.3 Step 3. vOneCloud Control Panel - Manage Services

The vOneCloud Control Panel will allow the administrator to:
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* Check for new vOneCloud versions and manage upgrades.

* Configure Active Directory / LDAP integration and hybrid cloud drivers: Amazon EC2, Windows Azure and
IBM SoftLayer.

* Start the OpenNebula services
* Manage automatic upgrades.

Click on the configuration icon if you need to configure one of the supported options. Keep in mind that you can run
this configuration at any moment. We recommend to start inspecting vOneCloud’s functionality before delving into
advanced configuration options like the aforementioned ones.

After clicking on the Start button, proceed to log in to Sunstone (OpenNebula’s frontend) by opening:
http://<appliance_ip> and using the default login CloudAdmin / CloudAdmin user and password.

Note: There is a guide available that documents the configuration interfaces of the appliance here.

3.2.4 Step 4. Enjoy the Out-of-the-Box Features

After opening the Sunstone interface (http://<appliance_ip> with CloudAdmin / CloudAdmin user and password) you
are now ready to enjoy the out-of-the-box features of vOneCloud!

Move on to the next section to start using your cloud by importing your vCenter infrastructure.

3.2.5 Login to the Appliance

Warning: If you make any changes to OpenNebula configuration files under /et c/one please note that they
will be either discarded in the next upgrade, or overwritten by vOneCloud Control Center. Keep in mind that
only those features configurable in Sunstone or in vOneCloud Control Console and Control Panel are officially
supported. Any other customizations are not supported by vOneCloud Support.

All the functionality you need to run your vOneCloud can be accessed via Sunstone, and all the support configuration
parameters are available either in the vOneCloud Control Console or in the vOneCloud Control Panel.

To access the vOneCloud command line interface open the vCenter console of the vOneCloud Virtual Machine appli-
ance and change the tty (Ctrl + Alt + F2). Afterwards, log in with the root account and the password you used in the
initial configuration, and switch to the oneadmin user.

3.2.6 Editing the vOneCloud Appliance
After importing the vOneCloud OVA, and before powering it on, the vOneCloud Virtual Machine can be edited to, for
instance, add a new network interface, increase the amount of RAM, the available CPUs for performance, etc.

In order to achieve this, please right click on the vOneCloud VM, and select Edit Settings. The next dialog should pop
up:
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[ Virtual Hardware | WM Options | SDRS Rules

vApp Options ]

v [ CRU
¢ Wl Memaory
» o\ Hard disk 1 10

3 % SCSI controller 0 Wiware Paravirtual

» [E8 Network adapter 1 | VM Network

| = | [+ Connected

b IEI Video card
P VYMC| device
3 .@ SATA controller 0

» Other Devices

-

Mew device: l

— Select ——

Compatibility: ESXi 5.5 and later (VM version 10)

oK Cancel

If you want for instance to add a new network interface, select Network from the dropdown in New device (at the

botton of the dialog):

3.2. Download and Deploy
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f1 vOneCloud-1.2.1 - Edit Settings 2) M
[ Virtual Hardware | VM Options | SDRS Rules | vApp Options |
» [ CPU - @
iR Memory
» 2 Hard disk 1 (3 New Hard Disk . |cB |"r|
3 SCSI controller 0 (2% Existing Hard Disk
3 Metwork adapter 1 £y RDM Disk | v | [+] Connected
v [ Video card -
. Neitwork
¥ 2 VMCI device
¢ Other Devices Fmpp':.r Drive
Serial Port
[=} Parallel Port
Host USB Device
B USE Controller
SCSI Device
@ PCI Device
SCS5I Contraller
SATA Controller
Mew device: l Select -
Compatibility: ESXi 5.5 and later (VM version 10) 0K Cancel

3.3 Import Existing vCenter

Importing a vCenter infrastructure into vOneCloud can be carried out easily through the Sunstone Web UI. Follow the
next steps to import an existing vCenter as well as any already defined VM Template and Networks.

You will need the IP or hostname of the vCenter server, as well as an administrator credentials to successfuly import

resources from vCenter.

22
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3.3.1 Step 1. Sunstone login

Log in into Sunstone as vOneCloud, as explained in the previous section.

3.3.2 Step 2. Acquire vCenter Resources

In Sunstone, proceed to the Infrastructure --> Hosts tab and click on the “+” green icon.

OpenNebula

@ Dashboard

£ System

& Virtual Resources

Cluster

Virtual Machines

Templates

iq Infrastructure

Clusters
Hosts
Virtual Networks

Zones

@ Support

Mot connected

e Control Panel

RVMs

Warning: vOneCloud does not currently support spaces in vCenter cluster names

In the dialog that pops up, select vCenter as Type in the dropdown. You now need to fill in the data according to the

following table:

3.3. Import Existing vCenter
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Hostname | vCenter hostname (FQDN) or IP address
User Username of a vCenter user with administrator rights
Password | Password for the above user

Create Host

Type Cluster
viCenter - Default (none) -
vCenter
User Hostname
Administrator@vsphere.local 10.0.1.21
Password

Please select the vCenter Clusters to be imported to OpenNebula. Each
vCenter Cluster will be included as a new OpenMebula Host

vOneDatacenter Clusters

[ Testing
# Production

~ Templates

#Hadoop Experiment422485bf-0dcd-1750-a4b4-d05328a2e27e0

Ad

WHPC Env42245383-a3b6-108d-a90c-1471¢1 26d9a0

# Metworks

[ WM Network Port Group

SIZE TYPE
255 Ethernet =
MAC {optional)

After the vCenter cluster is selected in Step 2, a list of vCenter VM Templates and both Networks and Distributed
vSwitches will be presented to be imported into vOneCloud. Select all the Templates, Networks and Distributed
vSwitches you want to import, and vOneCloud will generate vOneCloud VM Template and Virtual Networks re-
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sources representing the vCenter VM templates and vCenter Networks and Distributed vSwitches respectively.
These vOneCloud VM templates can be modified selecting the VM Template in Virtual Resources ——>
Templates and clicking on the Update button, so the resulting VMs are adjusted to user needs. Among other
options available through the Sunstone web interface:

¢ Information can be passed into the instantiated VM. This process is called Contextualization.
» Network interface cards can be added to give VMs access to different networks

* Capacity (MEMORY and CPU) can be modified

* VNC capabilities can be enabled

Also, Virtual Networks can be further refined with the inclusion of different Address Ranges. This refinement can be
done at import time, defining the size of the network one of the following supported Address Ranges:

* [Pv4: Need to define at least starting IP address. MAC address can be defined as well
¢ [Pv6: Can optionally define starting MAC adddress, GLOBAL PREFIX and ULA PREFIX

* Ethernet: Does not manage IP addresses but rather MAC addresses. If a starting MAC is not provided,
vOneCloud will generate one.

The networking information will also be passed onto the VM in the Contextualization process. Regarding the vCenter
VM Templates and Networks, is important to take into account:

e vCenter VM Templates with already defined NICs that reference Networks in vCenter will be imported with-
out this information in vOneCloud. These NICs will be invisible for vOneCloud, and therefore cannot be
detached from the Virtual Machines. The imported Templates in vOneCloud can be updated to add NICs from
Virtual Networks imported from vCenter (being Networks or Distributed vSwitches).

¢ We recommend therefore to use VM Templates in vCenter without defined NICs, to add them later on in the
vOneCloud VM Templates

3.3.3 (Optional) Step 3. Import / Reacquire Virtual Machines, VM Templates and
Networks

If the vCenter infrastructure has running (or powered off) Virtual Machines, vOneCloud can import and subsequently
manage them. To import vCenter VMs follow the next steps:

Note: Special attention deserves point 3, imported VMs will appear in Pending state for a short while until the
scheduler passes them to Running automatically.

1. Proceed to the Virtual Resources —-> Virtual Machines tab and click on the “Import” green
icon. Fill in the credentials and the IP or hostname of vCenter and click on the “Get Running VMs” button.

2. You will now see running vCenter VMs that can be imported in vOneCloud (only VMSs running on previously
imported cluster will be shown for import). Select the VMs that need to be imported one and click import button.

3. VMs will appear in the Pending state in vOneCloud until the scheduler automatically passes them to Running,
there is no need to force the deployment. If there is over commitment of CPU and/or memory in vCenter, manual
deploy of the mported VMs is neccesary to reach the running state. Select the imported VM in Pending state in
vOneCloud and click n the deploy button, selecting afterwards the vCenter host from which the VM has been
imported
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g ] E;‘..‘.."

Deploy
Hold
18
Release
17
i Boot
d
Reschedule

Un-Reschedule

Recover

4. After the VMs are in the Running state, you can operate on their lifecycle, assign them to particular users, attach
or detach network interfaces, create snapshots, do capacity resizing (change CPU and MEMORY after powering
the VMs off), etc. All the funcionality that vOneCloud supports for regular VMs is present for imported VMs.

Running VMs with open VNC ports are imported with the ability to stablish VNC connection to them via vOneCloud.
To activate the VNC ports, you need to right click on the VM while it is shut down and click on “Edit Settings”, and

set the remotedisplay . * settings show in the following images.
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Virtual Hardware | WM Options | SDRS Rules | vApp Options

v VMware Tools \ Expand for Vidware Tools settings
» Power management Expand for power management seitings
+ Boot Options Expand for boot options
- Advanced *
Settings [ ] Disable acceleration
[w] Enable logging
Debugging and statistics | Run normally v |
Swap file location i=) Default
Use the settings of the cluster or host containing the virtual
machine.

i) Virtual machine directory
Store the swap files in the same directory as the virtual
machine.

i) Datastore specified by host
Store the swap files in the datastore specified by the host to be
used for swap files. If not possible, store the swap files in the
same directory as the virtual machine. Using a datastore that is
not visible to both hosts during vhotion might affect the vMotion
performance for the affected virtual machines.

Configuration Parameters Edit Configuration...

Latency Sensitivity | Normal -0
» Fibre Channel NPIV Expand for Fibre Channel! NPIV settings

Mama WValua

migrate.hostLog one-7-1be8beTb.hlog -
remotedisplay. vnc.enabled TRUE
rematedisplay. vnc.ip 0.0.0.0
remotedisplay.vnc.port 5807
ethernetl.pciSlotNumber 182

The following operations cannot be performed on an imported VM:
* Delete —recreate
* Undeploy (and Undeploy —hard)
e Migrate (and Migrate —live)
* Stop
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vCenter VM Templates can be imported and reacquired using the Import button in Virtual Resources —->
Templates. Fill in the credentials and the IP or hostname of vCenter and click on the “Get Templates” button.
Similarly, Networks and Distributed vSwitches can also be imported / reacquired from using a similar Import button
in Infrastructure —--> Virtual Networks.

OpenNebula (3 Templates

8 corons > I

£ system

&8 Virtual Resources

1 1D v Owner Group

a 0 oneadmin oneadmin
Virtual Machine )
Showing 1 to 1 of 1 entries
| Templates
mages

Files & Kernels

Note: The vCenter VM Templates, Networks, Distributed vSwitches and running Virtual Machines can be imported
regardless of their position inside VM Folders, since vOneCloud will search recursively for them.

3.3.4 Step 4. Check Resources

Now it’s time to check that the vCenter import has been succesful. In Infrastructure --> Hosts check
vCenter has been imported, and if all the ESX hosts are available:

Note: Take into account that one vCenter cluster (with all its ESX hosts) will be represented as one vOneCloud host.
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& oneadmin #& OpenNebula

OpenNebula & Host devel

@ Dashboard < m / Select cluster Enable Disable ﬂ

445 System

& Virtual Resources Info Grapl ESX

Virtual Machines

Templates Hostname 4 Status Real CPU Real Memary

31/ 800 (4%) 14.2GB / 16GB (83%)

10.01.3 on -
it Infrastructure =
Clusters

| Hosts

Virtual Networks

© support

Not connected

& Control Pane

3.3.5 Step 5. Instantiate a VM Template

Everything is ready! Now vOneCloud is prepared to manage Virtual Machines. In Sunstone, go to Virtual
Resources --> Templates, select one of the templates imported in Step 2 and click on Instantiate. Now
you will be able to control the lifecycle of the VM.

More information on available operations over VMs here.

3.4 Create a Virtual Datacenter

The provisioning model by default in vOneCloud is based on three different roles using three different web interfaces.

vOneCloud user comes preconfigured and is the Cloud Administrator, in full control of all the physical and virtual
resources and using the vCenter view.

A Virtual Datacenter (VDC) defines an assignment of one or several groups to a pool of physical resources. This pool
of physical resources consists of resources from one or several clusters, which are logical agroupations of hosts and
virtual networks. VDCs are a great way to partition your cloud into smaller clouds, and asign them to groups with
their administrators and users, completely isolated from other groups.

A Group Admin manages her partition of the cloud, including user management, but only within the VDCs assigned
to the Group, not for the whole cloud like the Cloud Administrator.

Let’s create a Group (under System) named Production with an administrator called prodadmin:
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Create Group

Name: 4+ B

i -
Production Admin Permissions

Create an administrator user @

Username

prodadmin

Password

Authentication

Core

A New Groups are automatically added to the default VDC

Let’s create a VDCs (under System) named ProductionVDC, and assign the Production group to use it:

& oneadmin A OpenNebula
OpenNebula Create Virtual Data Center
@ Dashboard Reset Wizard Advanced
&2 system - o =
Users General Groups Resources

| VDCs [+ search

Acks ID v Name / Users VMs Memory CPU

& Virtual Resources 101 Erodiaan 1 ar OKB / 0/-
virtual Machines 100 BlueGroup 0 0/- DKB/ - or-
Templates

1 users 0 0f- OKB /- or-
Infrastructure
o 0 oneadmin 3
&, Oneflow Previous 1  Next

You selected the following groups:

@ support

Let’s add resources to the VDC under the “Resources” tab, for instance a vCenter instance and a Virtual Network:

Note: Only Clusters, vCenters and Virtual Networks can be assigned to VDCs, current versions of vOneCloud do not
manage vCenter datastores.
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OpenNebula

& Dashboard

Create Virtual Data Center

m flaset

Wizard Advanced

&8 system . o
1 8
Users General Groups Resources
Groups
| VDCs / / / Zone OpenNebula -
ACLs
sss
) H (=] Q =
. Virtual Resources Clusters Haosts VNets Datastores
Virtual Machines
Templates Al
&& Infrastructure ~
& OneFlow IDy Owner Group Name Reservation Cluster Leases
2 oneadmin oneadmin VM Network No 1470
@ Support 1 oneadmin oneadmin DPortGroup No 17255
i e 0 oneadmin oneadmin DSwitch6.0-DVUplinks-17 No 0/235

.
Sign in . .
Previous 1 Next

Now login again using the newly created prodadmin. The Group Admin view will kick in. Try it out creating the first
produser and assign them quotas on resource usage:

ams
one Lol o R & A
Group Info Users VMs Services oneadmin OpenNebula

N

Create User

produser

........

Define Quotas

rd

Default Manual
Running VMs
Manual - - 25
CPU
25

Manual - -

As vOneCloud user, in the vCenter View, you will be able to see all the VM Templates that have been automatically
created when importing the vCenter infrastructure. You can assign any of these VM Templates to the VDC:
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OpenNebula [ Template 0 & vOneCioud # Openilebula
Sunstone
o m Update Instantiate Clone - ﬂ
@ Dashboard
0f System o 0
Users Info Terr ]
Groups
P Information Permissions: Use Manage Admin
ALCLS
1D o Owner - -
Virtual Resources Name tyLinux 64 bits = Group
ual Machines Register time 16:30:37 22/10/2014 Other
Templates Ownership
Cwner voneCloud =
ih Infrastructure
Group + 0: oneadmin i =
Clusters B
Hosts 101: ProductionvVDC

Zones

™ Marketplace

& Oneflow

The same applies for Virtual Networks these VM Templates may use.

If you log with produser, the view will change to the vCenter Cloud View, where vdcuser can start consuming VMs
based on the VM Template shared by the Cloud Administrator and allowed by the vdcadmin:

one B8 & 3 e

Templates Services wdcuser OpenNebula

Virtual Machines

@

Read more about Group and VDC managing.

3.5 vOneCloud Interfaces

vOneCloud offers a rich set of interfaces to interact with your cloud infrastructure, tailored for specific needs of cloud
administrators and cloud users alike.
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3.5.1 Web Interface (Sunstone)

vOneCloud web interface, called Sunstone, offers three main views:

¢ Sunstone vCenter view: Aimed at cloud administrators, this view is tailored to present all the available options
to manage the physical and virtual aspects of your vCenter infrastructure.

& oneadmin & OpenNebula

OpenNebula g Dashboard

| @ Dashboard 222 Virtual Machines
of System 5
& Virtual Resources 5  actve 2 34
sk Infrastructure 0 - —
0 FAILED REAL CPU USAGE REAL MEMORY USAGE
Clusters c 3.1GB |
Hosts
Virtual Networks
Zanes & Hosts
® support 1 R 7
Not connected
ce 1 ALLOCATED CPU ALLOCATED MEMORY
0
0  erroR
e Control Pane ’IB 22
REAL CPU REAL MEMORY
& Users
3
2

* Sunstone Group Admin View: Aimed at Group administrators, this interface is designed to manage all the
virtual resources accesible by a group of users, including the creation of new users.
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one il i H a &

VDC Info Users VMs ProductionVDCAdmin OpenNebula
Virtual Machines Hadoop Node o BEEK

B

B RUNNING cPU MEMORY
O x1-2GB 15 | 976.6MB :
" - |
& - 5 Uy S |
& 10.0.1.250 T1238 1320 14:01 14:4 2 T 12:38 13:20 14:01 1443 152
© 3hago NET RX NET T
& ProductionVDCAdmin 1B 1B
B B
B 0B
12:38 13:20 14:01 14:43 1525 12:38 13:20 1401 14:43 1525
NET DOWNLOAD SPEED NET UPLOAD SPEED
1E 1E
B =
B B
2 2 & 144 2 2 2 & 404

* Sunstone vCenter Cloud View: Aimed at end users, this interface eases virtual resource provisioning and hides

all the complexity of the cloud that is going on behind the scenes. It is a tailored version of the Sunstone Cloud
View, with adjusted functionality relevant to vOneCloud and vCenter.

34 Chapter 3. Simple Cloud Deployment


http://docs.opennebula.org/4.12/administration/sunstone_gui/cloud_view.html
http://docs.opennebula.org/4.12/administration/sunstone_gui/cloud_view.html

vOneCloud Documentation, Release 1.6.0

ass
one - Y B
WMs IT-Service=Manager Openiebula

Create Virtual Machine

BIogSewerForSalesDept|

Select a Template

System vDC Saved
RHEL 7 LAMP Production Ubuntu 14.04 DevBox
=N
| @ |
) &
redhat ubuntu

3.5.2 Command Line Interface (CLI)

If you are a SysAdmin, you will probably appreciate vOneCloud’s CLI, which uses the same design philosophy behind
*nix commands (one command for each task).

Moreover, vOneCloud ships with a powerful tool (onevcenter) to import vCenter clusters, VM Templates and
Networks. The tools is self-explanatory, just set the credentials and IP to access the vCenter host and follow on screen
instructions.

To access the vOneCloud command line interface you need to login into the vOneCloud appliance, and switch to the
oneadmin user.

3.5.3 Application Programming Interfaces (API)
If you are a DevOp, you are probably used to build scripts to automate tasks for you. vOneCloud offers a rich set of
APIs to build scripts to perform these tasks in different programming languages:

e xmlrpc API Talk directly to the OpenNebula core

* Ruby OpenNebula Cloud API (OCA) Build tasks in Ruby

¢ Java OpenNebula Cloud API (OCA) Build tasks in Java
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CHAPTER
FOUR

SECURITY AND RESOURCE CONSUMPTION CONTROL

4.1 Introduction

vOneCloud ships with several authentication plugins that can be configured to pull user data from existing authentica-
tion backends.

vOneCloud also implements a powerful permissions, quotas and ACLs mechanisms to control which users and groups
are allowed to use which physical and virtual resources, keeping a record of the comsumption of these resources as
well as monitoring their state periodically.

Take control of your cloud infrastructure!

4.2 Users, Groups and ACLs

vOneCloud offers a powerful mechanism for managing, grouping and assigning roles to users. Permissions and Access
Control List mechanisms ensures the ability to allow or forbid access to any resource controlled by vOneCloud, being
physical or virtual.

4.2.1 User & Roles

vOneCloud can manage different types of users, attending to the permissions they have over infrastructure and logical
resources.

User Type Permissions View
Cloud Administrators | enough privileges to perform any operation on any object veenter
Group Administrators | manage a limited set and users within VDCs groupadmin
End Users access a simplified view with limited actions to create new VMs | cloud

Note: VDC is the acronym for Virtual Datacenter
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OpenNebula a Users & oneadmin # OpenNebula
Sunstone

&R Dashboard s n Password Auth Quotas -
&8 system

Users ID vy Name Group Auth driver VMs Memory CPU

Groups 4 Doe BluevDC core — 115 - 1GB/10GE — 115

ACLs 3 John BluevDC core 10/10 10GB / 60GE 10420
& Virtual Resources 2 BluevbC-admin BlueVDC core 4 35GB /- 51
i Infrastructure 1 serveradmin oneadmin server_cipher 0o OKE / OKE 0ro
¥ Marketplace 0 oneadmin oneadmin core /0 OKR /KB 0/0
&% OneFlow : - -

She 7 1105 of 5 entrie 1 10 -

& support 6

Learn more about user management here.

4.2.2 Group & VDC Management

A group of users makes it possible to isolate users and resources. A user can see and use the shared resources from
other users. The group is an authorization boundary for the users, but you can also partition your cloud infrastructure
and define what resources are available to each group using Virtual Data Centers (VDC).

A VDC defines an assignment of one or several groups to a pool of physical resources. This pool of physical resources
consists of resources from one or several clusters, which are logical agroupations of hosts and virtual networks. VDCs
are a great way to partition your cloud into smaller clouds, and asign them to groups with their administrators and
users, completely isolated from other groups.

& oneadmin 44 OpenNebula
]
OpenNebula > Groups
@ Dashboard 4] n Update  Quotas
& system
- ID v Name Users VMs Memory CPU
Users
- - ) OKB )
| Groups 100 BlueGroup 0
VDCs o1 users 0 ) OKB/ )
ACLs S| oneadmin 3
&8 Virtual Resources Showing 1to 3 of 3 e P u 1 X o -
% Infrastructure
3
& OneFlow
® support

Not connected

L control Panel

Read more about groups and VDCs.
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4.2.3 Access Control Lists

vOneCloud implements a very useful ACL mechanism that enables fine-tuning of allowed operations for any user, or
group of users. Each operation generates an authorization request that is checked against the registered set of ACL
rules. There are predefined ACLs that implements default behaviors (like VDC isolation), but they can be altered by

the cloud administrator.

OpenNebula
Sunstone
Dashboard o
&2 system
Users
Groups
ACLs

& Vvirtual Resources
it Infrastructure
™ Marketplace

& OneFlow

@ support

~

Applies to

User BlueVDC-

admin

User BlueVDC-

admin

Group
BlueVDC

Group
BlueVDC

Group
BlueVDC

Group
BlueVDC

Group users
Group users

All

Group users

&, Access Control Lists

Affected resources

Virtual Machines, Images, VM Templates,

Documents

Users

Virtual Machines, Documents

Virtwal Machines, Images, VM Templates,

Documents

Virtual Networks, Datastores

Hosts

Vvirtual Networks, Datastores
Hosts

Zones

Virtual Machines, Virtual Networks, Images, VM

Templates, Documents

Resource ID /
Owned by

Group BluevDC
Group BluevDC
Group BlueVDC
All
All

All

All
All
All

All

Writing (or even reading) ACL rules is not trivial, more information about ACLs here.

4.3 Resource Quotas

& oneadmin

Allowed
operations

use, manage,
create

use, manage,
admin, create

use

create

manage

create

# OpenNebula

Zone

All

All

All

All

OpenNebula

OpenNebula

OpenNebula
OpenNebula
All

OpenNebula

vOneCloud quota system tracks user and group usage of system resources, allowing the cloud administrator to set
limits on the usage of these resources.

Quota limits can be set for:

* users, to individually limit the usage made by a given user.

 groups, to limit the overall usage made by all the users in a given group.

Tracking the usage on:

e Compute: Limit the overall memory, cpu or VM instances

vCenter drivers.

Warning: OpenNebula supports additional quotas for Datastores (control amount of storage capacity), Network
(limit number of IPs), Images (limit VM instances per image). However these quotas are not available for the

Quotas can be updated either from the vCenter View:

4.3. Resource Quotas
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Update Quota

& = = Q
VM Datastore Image VNet
WMs CPU
175 & [0 o 175 S [ =
Memory Volatile disks
10247 10240 MB & [ o 0/ Default () MB & [ e

Apply changes

Or from the Group Admin View:

one AT = i & - @
VDC Info Users Vs Templates services vOneCloud OpenNebula
Users vbcuser o R
Running Vs
O &
CPU
- 2
Memory (GBs)
O &

Update User Quota

Refer to this guide to find out more.
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4.4 Accounting & Monitoring

vOneCloud is constantly monitoring the infrastructure resources to keep track of resource consumption. The objective
is twofold: being able to have a clear picture of the infrastructure to aid in the resource scheduling, as well as being
able to enforce resource quotas and give accounting information.

The monitoring subsystem gathers information relative to hosts and virtual machines, such as host and VM status,
basic performance indicators and capacity consumption. vOneCloud comes preconfigured to retrieve such information
directly from vCenter.

Using the information form the monitoring subsystem, vOneCloud is able to provide accounting information, both in
text and graphically. An administrator can see the consumption of a particular user or group in terms of hours of CPU
consumed, or total memory used in a given time window. This information is useful to feed a chargeback or billing
platform.

Accounting information is available from the vCenter View:

OpenNebuIa a User O & oneadmin # OpenNebula
Sunstone
o m Password Auth Quotas -
& Dashboard
£ system ) = @
| Users k fo Quot Accounting
Groups

Starttime End time Group by

ACLs ;
01/09/2014 dd/mmiyyyy VM - Get Accounting

&8 Virtual Resources
i% Infrastructure

CPU hours
™ Marketplace

& OneFlow EREEE

@ Support 100

Not connected

Memory GB hours

From the Group Admin View:
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one

Users oneadmin

E a

Running VMs 0/0
CPU 0/0
Memory OKB / OKB

#lejefa

And from the vCenter Cloud View:

one

& oneadmin
£ settings

Start time

01/09/2014

CPU hours

(]

VDC Info

- )

Users VMs Templates

CPU hours

- 1 R R R R |

11 )
M

S Templates

[l Accounting

End time

dd/mm/yyyy

Services oneadmin OpenNebula
~ s
< RS
Memory GB hours
800
GO0
| 2 ® R ®R ®R R |
400
200
o . .. & & R R R |
147016 1410118 14/10/20
Services oneadmin OpenNebula
~
~ =
= Quotas

Get Accounting

[ 14/10/20 | VM 80 ubuntu12.10-80 |

200
|
SRR AR RN NN RN ARRRNARRNRRRNRNRARANRRE

Y 140901

14/09/16

14/10/01

Learn more on the monitoring and accounting subsystems

4.5 Showback

14/10/16

vOneCloud ships with functionality to report resource usage cost. Showback reports are genereted daily (at mid-
night)using the information retrieved from OpenNebula.

Set the VM Cost

Each VM Template can optionally define a cost. The cost is defined as cost per cpu per hour, and cost per memory
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MB per hour. The cost units are abstract and their equivalent to monetary or other cost metrics have to be defined in
each deployment.

This cost is defined per VM Template by the Cloud Administrator at the time of creating or updating a VM Template,
applying a cost to the total Memory and CPU of the VMs that will be spawn from this VM Template.

Memory Cost

o | 1024 ME- 1

CPU Cost k

| 0.5 30

Retrieve Monthly Reports

Any user or administrator can see their monthly showback reports clicking on their user icon to access Settings.

one & 8 a

Services cloud_user Gpeqiuula

O 0. 0.

RUNNING VMS CPU MEMORY

Quotas

And clicking on the Showback tab, obtain the cost consumed by clicking on the “Get Showback”

4.5. Showback 43



vOneCloud Documentation, Release 1.6.0

& cloud user - @

& Settings [@] Showback |shl  Accounting = Quotas

— ey

Showback
Date » Cost
December 2014 169875317.75
November 2014 494281637.5
October 2014 477695002.5
September 2014 493618170
August 2014 493618170
July 2014 477695002.5 __;ll o ”3 ;'.:l[: _3 i :'Slfl_ o
Previous 1 2 3 4 5 MNext
December 2014 VMs
ID 4 Name Owner Hours Cost
4258 vm_4258 cloud_user 256.04 12179303
4265 VIm_4265 cloud_user 256.04 10128939
4270 vm_4270 cloud_user 256.04 11572200
4271 vm_4271 cloud_user 256.04 3153522
4283 vm_4283 cloud_user 256.04 1930355.75
4286 vm_4286 cloud_user 256.04 7202296.50
4289 vm_4289 cloud_user 256.04 6325310
4290 vm_4290 cloud_user 256.04 2843006.75
4291 vm_4291 cloud_user 256.04 7578269.50
4297 vm_4297 cloud_user 256.04 7443770
Showing 1 to 10 of 14 entries Previous 1 2 Next 10 =

Learn more on the Showback functionality.
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CHAPTER
FIVE

GUEST CONFIGURATION

5.1 Introduction

vOneCloud will use pre configured vCenter VM Templates, which leverages the functionality provided by vCenter
to build such templates. Additionally, vOneCloud provides functionality to tailor the VM guest Operating System to
adjust it for the end user needs. The mechanism that allows for information sharing between the vOneCloud interface
and the Virtual Machine is called contextualization.

This section will instruct on the needed actions to be taken into account to build vOneCloud Templates to deliver cloud
users with personalized and perfectly adjusted Virtual Machines.

5.2 Building a Template for Contextualization

In order to pass information to the instantiated VM template, the Context section of the vOneCloudVM Template can
be used. These templates can be updated in the Virtual Resources -> Templates tab of the vOneCloud GUI, and they
can be updated regardless if they are directly imported from vCenter or created through the vOneCloud Templates tab.

Note: Installing the Contextualization packages in the Virtual Machine image is required to pass this information to
the instantantiated VM template. Make sure you follow the Guest Contextualization guide to properly prepare your

VM templates.
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& oneadmin # OpenNebula
OpenNebula Create Template
@& Dashboard Reset Wizard Advanced
£ system — . . R
a = 2 O = ] ) &
Users Genera Storage Network 0S Booting  Input/Output Context Scheduling Hyhbrid Other
Groups
ACLs | Network & S5H Add SSH contextualization
- Public Key:
&8 virtual Resources Files
ssh-dss
Virtual Machines User Inputs AAAAB3NzaC1keSMAAACBALM 1 miZwffp OuWw7iTf8yon3rABINgMgwIQ5gK3pR4r8hC7rKVPIBpV1W
| Templates 10BS+eCNYWZ]KL77Ea4)S8+rdNtUcc/lipSCgUACNZDlieMtabGSJHVWUIDsSbQXAhlekulseHu+w2C11S
P Custom vars K2rv0Bw2ulgmDcTvOGZkuNYq9/6epEIFAAAAFQCKKBBY+18DvyH1hIE4qrpDAGASZWAAAIASal)QgInf
P = S T A
% Infrastructure
& Onerlow Add Network contextualization

~| Add OneGate token
8 support

Not connected

Warning: Passing files and network information to VMs through contextualization is currently not supported

Different kinds of context information can be passed onto the VMs:

5.2.1 Network & SSH
Networking information can be passed onto the VM, namely the information needed to correctly configure each one
of the VM network interfaces.

You can add here an public keys that will be available in the VM at launch time to configure user access through SSH.

5.2.2 User Inputs

These inputs are a special kind of contextualization that built into the templates. At instantiation time, the end user
will be asked to fill in information for the defined inputs, and the answers will be packed and passed onto the VM.

For instance, vOneCloud adminsitrator can build a VM Template that will ask for the MySQL password (the MySQL
software will be configured at VM boot time and this password will be set) and for instance whether or not to enable
WordPress:
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Create Template

m Reset Wizard Advanced

o = ] i &
Genera Input/Cutput Context Scheduling Hybrid Other
MNetwork & 55H .a: User Inputs @
Files Name Type Description
| User Inputs MySQLPassword password - Password for the MySQL Database p [}
, Custom vars EnableWordpress text - ‘ Yes or N0| y [x]
4+ Add another attribute
Dpen lla 411 Open lla Systen

The end user will then be presented with the following form when instantiating the previously defined VM Template

£ Custom Attributes

% Password for the MySQL Database

% Enable WordPress: Yes or No

5.2.3 Custom vars

These are personalized information to pass directly to the VM, in the form of Key - Value.

There are two special custom variables which are very useful for VM software provisioning. They are called
START_SCRIPTS and START_SCRIPTS_BASEG64 (they are equivalent, only the latter gets base64 decoded before
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being executed at boot time). They can be use for any general purpose (pull a Chef recipe and running it for instance,
configure a software component, perform a configuration task in the OS, etc). For instance, the following will add a
DNS name nfs-share pointing to a particular IP in a Linux based VM:

START_SCRIPT = “echo ‘nfs-share 10.0.1.23” > /etc/hosts”

5.3 Guest Contextualization

The information defined at the VM Template building time is presented to the VM using the VMware VMCI channel.
This information comes encoded in base64 can be gathered using the VMware Tools.

Note: VMware tools are needed in the guestOS to enable several features (contextualization and networking feed-
back). Please install VMware Tools (for Windows) or Open Virtual Machine Tools (for *nix) in the guestOS.

In order to make your VMs aware of OpenNebula, you must install the official packages. Packages for both Linux
and Windows exist that can collect this data and configure the supported parameters.

Parameter Description

SET _HOST Change the hostname of the VM. In Windows the machine needs to be restarted.

SSH_PUBLIC_KEY SSH public keys to add to authorized_keys file. This parameter only works with
Linux guests.

USERNAME Create a new administrator user with the given user name. Only for Windows guests.

PASSWORD Password for the new administrator user. Used with USERNAME and only for
Windows guests.

DNS Add DNS entries to resolv.conf file. Only for Linux guests.

NETWORK If set to “YES” vOneCloud will pass Networking for the different NICs onto the VM

START_SCRIPT Shell script to be executed at boot time by the VM to provision software within it

START_SCRIPT_BASE64 Same as START_SCRIPT but will be base64 decoded prior to be executed

In Linux guests, the information can be consumed using the following command (and acted accordingly):

$ vmtoolsd --cmd 'info-get guestinfo.opennebula.context' | base6d4d -d
MYSQLPASSWORD = 'MyPassword'
ENABLEWORDPRESS = 'YES'

5.3.1 Linux Packages

The linux packages can be downloaded from its project page and installed in the guest OS. There is one rpm file for
Debian and Ubuntu and an rpm for RHEL and CentOS. After installing the package shutdown the machine and create
a new template.

5.3.2 Windows Package
The official addon-opennebula-context provides all the necessary files to run the contextualization in Windows 2008
R2.
The contextualization procedure is as follows:
1. Download startup.vbs and context .ps1 to the Windows VM and save them in C: \.

2. Open the Local Group Policy Dialog by running gpedit .msc. Under: Computer Configuration -> Windows
Settings -> Scripts -> startup (right click); browse to the startup. vbs file and enable it as a startup script.

After that power off the VM and create a new template from it.
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CHAPTER
SIX

INFRASTRUCTURE CONFIGURATION

6.1 Introduction

Now that you are familiar with vOneCloud concepts and operations, it is time to extend its functionality by adding
new infrastructure components and/or configuring options that do not come enabled by default in vOneCloud, but are
present in the software nonetheless.

6.2 Add New vCenters, VM Templates and Networks

vOneCloud can manage an unlimited number of vCenters. Each vCenter is going to be represented by an vOneCloud
host, which in turn abstracts all the ESX hosts managed by that particular instance of vCenter.

The suggested usage is to build vOneCloud templates for each VM Template in each vCenter. The built in scheduler
in vOneCloud will decide which vCenter has the VM Template needed to launch the VM.

The mechanism to add a new vCenter is exactly the same as the one used to import the first one into vOneCloud. It
can be performed graphically from the vCenter View:

Create Host

Type Cluster
vCenter - Default (none)

vCenter

User Hostname

vCenter_username % wCenter_IP_or_Hostname

Password

Note: vOneCloud will create a special key at boot time and save it in /var/lib/one/.one/one_key. This key will be used
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as a private key to encrypt and decrypt all the passwords for all the vCenters that vOneCloud can access. Thus, the
password shown in the vOneCloud host representing the vCenter is the original password encrypted with this special
key.

To create a new vOneCloud VM Template, let’s see an example:

Firsts things first, to avoid misunderstandings, there are two VM templates we will refer to: the
vOneCloud VM Templates and the vCenter VM Templates. The formers are created in the vOneCloud
web interface (Sunstone), whereas the latters are created directly through the vCenter Web Client.

A cloud administrator builds two vOneCloud templates to represent one vCenter VM Template avaiable
in vCenterA and another available in vCenterB. As previous work, the cloud administrator creates two
vCenter VM templates, one in each vCenter.

To create a vOneCloud VM Template representing a vCloud VM Template, log in into Sunstone as
vOneCloud user as in explained /ere, proceed to the Virtual Resources -> Templates, and
click on the + sign. Select vCenter as the hypervisor, and type in the vCenter Template UUID. You can
also set a capacity (CPU and Memory) that would be honored at the time of instantiating the VM. In the
Scheduling tab you can select the hostname of the specific vCenter. The Context tab allows to pass infor-
mation onto the VM to tailor it for its final use (read more about it zere). In Network tab a valid Virtual
Network (see below) can added to the VM, possible values for the MODEL type of the network card are:

* virtuale1000

* virtuale1000e

e virtualpcnet32

e virtualsriovethernetcard
e virtualvmxnetm

e virtualvmxnet2

¢ virtualvmxnet3
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m Reset Wizard Advanced

o = ] 278 &
General Input/Output Context Scheduling Hybrid Other
Name Hypervisor
*n KVM VMware Xen @ vCenter
Description Logo
4
vCenter Template UUID {
Memory - 512 MB -
cPU L 1

VCPU U

Fill in with UUID uuidA in and select host vCenterA. Repeat for vCenterB.

If a user instantiates one of these templates, the vOneCloud scheduler will pick the right vCenter in which
to instantiate the VM Template.

Using the automated process for importing vCenter infrastructures, vOneCloud will generate the above template for
you at the time of importing vCenterA.

vCenter Networks/Distributed vSwitches and running VMs for a particular vCenter cluster can be imported in
vOneCloud after the cluster is imported using the same procedure to import the vCenter cluster, making use of the
Infrastructure -—-> Hosts tab in the vCenter View.

A representation of a vCenter Network or Distributed vSwitch in vOneCloud can be created in vOneCloud by creating
a Virtual Network and setting the BRIDGE property to exactly the same name as the vCenter Network. Leave
“Default” network model if you don’t need to define VLANS for htis network, otherwise chose the “VMware” network
model.
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Create Virtual Network Wizard ~ Advanced mode
Q@ & - ]
Genera Configuratio Addresses Context
Eridge:

Network model:

Default

Default: dummy driver that doesn't perform any network operation. Firewalling rules are also ignored.

Several different Address Ranges can be added as well in the Virtual Network creation and/or Update dialog, pretty
much in the same way as it can be done at the time of acquiring the resources explained in the Import vCenter guide.

Read more about the vCenter drivers.

6.3 Hybrid Clouds

vOneCloud is capable of outsourcing virtual machines to public cloud providers. This is known as cloud bursting, and
it is a feature of hybrid clouds where VMs are launched in public clouds if the local infrastructure is saturated.

If you want to extend your private cloud (formed by vOneCloud and vCenter) to create a hybrid cloud, you will need to
configure at least one of the supported public clouds: Amazon EC2, IBM SoftLayer and Microsoft Azure. All hybrid
drivers are already enabled in vOneCloud, but you need to configure them first with your public cloud credentials.

You will need to access the Control Panel in order to configure the hybrid support in vOneCloud.

6.3.1 Step 1. Configure a Hybrid Region

In the Control Panel is possible to add regions of Amazon EC2, IBM SoftLayer and Microsoft Azure to be used within
vOneCloud.
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vOneCloud

# Home

e R
e
=

Remember to restart OpenNebula to apply the changes.

Apply Settings

Each region from the different supported cloud providers have different requirements in terms of configuration:

Amazon EC2

6.3. Hybrid Clouds 53



vOneCloud Documentation, Release 1.6.0

EC2 Region

Region Name*

Default

Access Key ID*

Secret Access Key™

Capacity m1.small*

Capacity m1i.large*

Capacity m1.xlarge*

The capacity that you attach to this region will define the maximum number and type of Virtual Machines that
vOneCloud will be able to launch in the represented Amazon EC2 region. The different instance types are defined as
follows:

Name Memory | CPU
m].small 1.7 GB 1
ml.medium | 3.75GB | 1
ml.large 7.5 GB 2

Follow the tool tips that appear on mouse over to correctly configure the parameters.

You need the Access and Secret key to be retrieved from your AWS account. More information on Amazon EC2
support can be found here.

MS Azure
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Azure Region

Region Name*

Default

Pem Management Certificate*

Subscription ID*

Management Endpoint

Capacity small*

Capacity medium*

Capacity large™

The capacity that you attach to this region will define the maximum number and type of Virtual Machines that
vOneCloud will be able to launch in the represented MS Azure region. The different instance types are defined as
follows:

Name Memory | CPU
Small 1.75GB | 1
Medium | 3.5 GB 2
Large 7GB 4

Follow the tool tips that appear on mouse over to correctly configure the parameters.

You need the Pem Management Certificate to be retrieved from your AWS account. Follow the next steps to craft a
valid certificate:

* First, the Subscription ID, that can be uploaded and retrieved from Settings -> Subscriptions

¢ Second, the Management Certificate file, that can be created with the following steps. We need the .pem file (for
the ruby gem) and the .cer file (to upload to Azure):

## Install openssl

## CentOS

$ sudo yum install openssl

## Ubuntu

$ sudo apt-get install openssl

## Create certificate
$ openssl reqg -x509 -nodes -days 365 —-newkey rsa:2048 -keyout myPrivateKey.key -out myCg
$ chmod 600 myPrivateKey.key

## Concatenate key and pem certificate
$ cat myCert.pem myPrivateKey.key > vOneCloud.pem

## Generate .cer file for Azure
$ openssl x509 -outform der -in myCert.pem -out myCert.cer
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* Third, the certificate file (.cer) has to be uploaded to Settings -> Management Certificates

Afterwards, copy the context of the .pem certificate in the clipboard and paste it in the text area of the Control Panel
Pem Management Certificate field.

More information on MS Azure support can be found here.

Note: Azure hybrid connectors only support non authenticated http proxies

IBM SoftLayer

Softlayer Region

Region Name*

Default

Usemame*

APl Key*

Capacity slcci.small*

Capacity slccl.medium*®

Capacity slcci.large*

The capacity that you attach to this region will define the maximum number and type of Virtual Machines that
vOneCloud will be able to launch in the represented IBM SoftLayer region. The different instance types are defined
as follows:

Name Memory | CPU
slcci.small 1GB 1
slcci.medium | 4 GB 2
slcci.large 8 GB 4

Follow the tool tips that appear on mouse over to correctly configure the parameters.

You need your SoftLayer Username and the API Key that can be retrieved from your SoftLayer Control Panel. More
information on IBM SoftLayer support can be found here.

Warning: If vOneCloud is running behind a corporate http proxy, the SoftLayer hybrid connectors won’t be
available

6.3.2 Step 2. Restart vOneCloud services

Click on the “Apply Settings” button. For changes to take effect, you need to restart vOneCloud services and wait for
OpenNebula state to be ON.
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vOneCloud 1.2 OpenNebula

OpenNebula is &)
You can connect to vOneCloud at
http://localhost/

“

vOneCloud is up to date.

No active subscription detected. Subscribe to manage upgrades. .
Subscribe

Admin Tasks
uuib 026c671e-3911-4248-8971-48558f15d1b
. . Bootstrap OpenMebula
Installation Date  2015-02-12 17:18:11 +0000 2015-00-12 17:18:48 +0000
Version 1.2 Start OpenNebula

2016-02-12 17:18:49 +0000
Upgrade Date 2015-02-12 17:18:11 +0000

Reconfigure OpenNebula
2015-02-12 171848 +0000

Configure

This vOneCloud release supports the following configuration options:
¢ EC2 Drivers

* Azure Drivers

s SoftLayer Drivers

» Active Directory integration

Configure OpenNebula

6.3.3 Step 3. Create vOneCloud hybrid resources

All Tasks

Afterwards, each region can be represented by vOneCloud hosts can be added from the vCenter View:

Create Host

Cluster

« vCenter Default {none)
Microsoft Azure
Amazon EC2
IBM Softlayer

Dummy Hostname
Custom r

Password

The hybrid approach is carried out using hybrid templates, which represents the virtual machines locally and remotely.
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The idea is to build a vOneCloud hybrid VM template that represents the same VM in vCenter and in the public cloud.
This can be carried out using the hybrid section of the VM Template creation dialog (you can add one or more public

cloud provider)

OpenNebula Create Template

& oneadmin 4 OpenNebula
\ Wizard Advanced
i &
Context Scheduling Hybrid Other

Instance Type

&8 system -
o = @ O
Users General Storage Network 05 Booting  Input/Output
Groups
ACLS +Add anather provider Hybrid Cloud
- O Amazon EC2 () IBM Softlayer @ Microsoft Azure “
i Provider 0 (=]
& Virtual Resources | Image
Virtual Machi
Templates
Location

i Infrastructure

Clusters VM Password
Hosts
Zones
& OneFlow
Availability Set
® support
Not connected S5H Port
Subnet

Virtual Network Name

VM User

Cloud Service

Storage Account

TCP Endpoints

Win RM

Moreover, you need to add in the Scheduling tab a proper host representing the appropriate public cloud provider. For

instance, for an EC2 hybrid VM Template:
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& oneadmin A OpenNebula
OpenNebula Create Template
&8 Dashboard m Reset Wizard Advanced
& system _ \
a = Q O = (] N &
&8 Vvirtual Resources Genera Storage MNetwork 05 Booting  Input/Output Context Scheduling Hybrid Other
Virtual Machines .
| Placement Host Requirements
| Templates
Images Policy © select Hosts () Select Clusters
Files & Kernels
< Search
& Infrastructure
Clusters IDy MName RVMs  Allocated CPU Allocated MEM Status
Hosts O3 amsol 0 07500 (0%) OKB/5GB(0%) qp
Datastores O 2 westeurope 0 0/700(0%) OKB/BGB[0%) o

virtual Networks ) )
(M ec2-us-gast 0 07500 (0%) OKB/5GB (0%)
Zones

0 kvmi 1 100 /1600 (6%) 128MB/15.5GB (1%) gy
™ Marketplace

& oneFlow

Previous 1 Next

Please select one or more hosts from the list

@ support

QOpen o

pending
Submit a Request

Expression @

Datastore Requirements

Expression @

Once templates are ready, they can be consumed at VM creation time from the Cloud View:
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Select a Template

System VDC Saved
ttylinux server Windows 7 Desktop RHEL 6.5 - EC2
A 2 S
: l" redhat
Windows 8 - Azure AzureUbuntu14.04 SoftLayerRedHat7
|
. . S—
Ny Wy
[P
1 & -

Learn more about hybrid support.

6.4 Multi VM Applications

vOneCloud enables the management of individual VMs, but also the management of sets of VMs (services) through
the OneFlow component.

vOneCloud ships with a running OneFlow, ready to manage services, allowing administrators to define multi-tiered
applications using the vCenter View:
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OpenNebula Create Service Template & vOneCloud # OpenNebula
sunstone
m Reset Wizard Advanced
@ Dashboard
2 System Name
*
&8 Virtual Resources
Description
Virtual Machines
Templates y

ifa Infrastructure

v Network Configuration

Clusters
Hosts v Advanced Service Parameters
Zones
™ Marketplace Roles
& OneFlow
+ Add anather role
Services
| Templates Role 0Q
Role Name
& support

Not connected
VM template VMs

e ik

End users can consume services from the Cloud View:

ans
one B & 4 s
VMs Templates Services aneadmin OpenNebula

Create Service

Select a Template

Hadoop
& Frontend 1 VMs
& Workers 2 VMs

Elasticity of each service can be defined in relation with chosen Key Performance Indicators as reported by the hyper-
visor.

Note: vOneCloud does not include the onegate component which is mentioned at some places in the application
flow guide.

More information on this component in the OneFlow guide. Also, extended information on how to manage multi-tier
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applications is available this guide.

6.5 Authentication

By default, vOneCloud authentication uses an internal user/password system with user and group information stored

in an internal database.

vOneCloud can pull users from a corporate Active Directory (or LDAP), all the needed components are enabled and
just an extra configuration step is needed. As requirements, you will need an Active Directory server with support for
simple user/password authentication, as well as a user with read permissions in the Active Directory user’s tree.

You will need to access the Control Panel in order to configure the Active Directory support in vOneCloud. After the
configuration is done, users that exist in Active Directory can begin using vOneCloud.

6.5.1 Step 1. Configure Active Directory support

Click on the “Configure OpenNebula” button

vOneCloud

vOneCloud 1.2

vOneCloud is up to date.

No active subscription detected. Subscribe to manage upgrades.

uuio 026c671e-3911-4248-8971-485158f15d1b
Installation Date  2015-02-12 17:18:11 +0000
Version 1.2

Upgrade Date 2015-02-12 17:18:11 40000

Configure

This vOneCloud release supports the following configuration options:

+ EC2 Drivers

+ Azure Drivers

» SoftLayer Drivers

* Active Directory integration

OpenNebula State

OpenNebula is )
You can connect to vOneCloud at
http://localhost/

el |
Restart
Admin Tasks

Bootstrap OpenNebula
2015-02-12 17:18:49 +0000

Start OpenNebula
2015-08-12 17:18:49 +0000

Reconfigure Openiebula
2015-02-12 17:18:48 +0000

All Tasks

OpenNebula Systems

In the following screen, select the “Add Active Directory” category
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vOneCloud

»
L
o
3
®

Add ECZ Region

Add Azure Region

Add Softlayer Region

Remember to restart OpenNebula to apply the changes.

Apply Settings

Fill the needed fields following the criteria described in the next table
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Attribute Description

Server Name Chosen name for the authentication backend

User Active Directory user with read permissions in the user’s tree plus the domain.

Password Active Directory user password

Authentication Active Directory server authentication method (eg simple)

method

Encryption simple or simple_tls

Host hostname or IP of the Domain Controller

Port port of the Domain Controller

Base Domain base hierarchy where to search for users and groups

Group group the users need to belong to. If not set any user will do

User Field Should use sAMAccountName for Active Directory. Holds the user name, if not set ‘cn’
will be used

Group Field field name for group membership, by default it is ‘member’

User Group Field user field that that is in in the group group_field, if not set ‘dn’” will be used

vOneCloud

A Home

Active Directory server

Server Name*

User

Password
Authentication method*
Encryption

Host*

Click on the “Apply Settings” button when done.

6.5.2 Step 2. Restart vOneCloud services

For changes to take effect, you need to restart vOneCloud services and wait for OpenNebula state to be ON.
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vOneCloud 1.2

vOneCloud is up to date.

No active subscription detected. Subscribe to manage upgrades.
Subscri

uuiD 026c671e-3911-4248-8971-4851568115d1b

Installation Date  2015-02-12 17:18:11 +0000

Version 1.2

Upgrade Date 2015-02-12 17:18:11 +0000

Configure

This vOneCloud release supports the following configuration options:

¢ EC2 Drivers

* Azure Drivers

s SoftLayer Drivers

» Active Directory integration

Configure OpenNebula

A

OpenNebula

OpenNebula is &)
You can connect to vOneCloud at
http://localhost/

-“

Admin Tasks

Bootsirap OpenNebula
2015-02-12 17:18:49 +0000
2015-02-12 17:18:48 +0000

Reconfigure OpenMebula
20150212 17:18:45 +0000

Start OpenNebula -
success

All Tasks

You can find more infromation on the integration with Active Directory in this guide.

vOneCloud supports are a variety of other authentication methods with advanced configuration, follow the links to

find the configuration steps needed (Advanced Login needed):

X509 Authentication | Strengthen your cloud infrastructure security

SSH Authentication | Users will generate login tokens based on standard ssh rsa keypairs for authentication

6.6 Resource Pool Confinment

vCenter credentials of the user that vOneCloud is configured with to access the vCenter clusters can be confined into
a Resource Pool, to allow only a fraction of the vCenter infrastructure to be used by vOneCloud users. The steps to

confine vOneCloud users into a Resource Pool are:
¢ Create a new vCenter user

* Create a Resource Pool in vCenter and assign the subset of Datacenter hardware resources wanted
to be exposed through vOneCloud

» Give vCenter user Resource Pool Administration rights over the Resource Pool

» Give vCenter user Resource Pool Administration (or equivalent) over the Datastores the VMs are
going to be running on

Afterwards, these credentials can be used to add to vOneCloud the host representing the vCenter cluster.
Add a new tag called VCENTER_RESOURCE_POOL to the host template representing the vCenter
cluster (for instance, in the info tab of the host, or in the CLI), with the name of the Resource Pool. All

the VMs created through vOneCloud would be confined to this Resource Pool.

6.6. Resource Pool Confinment

65


http://docs.opennebula.org/4.12/administration/authentication/ldap.html#active-directory
http://docs.opennebula.org/4.12/administration/authentication/x509_auth.html#x509-auth
http://docs.opennebula.org/4.12/administration/authentication/ssh_auth.html#ssh-auth

vOneCloud Documentation, Release 1.6.0

Note:

Remember to modify the VCENTER_PASSWORD tag as well, since after the VCEN-

TER_RESOURCE_POOL update it will get double encrypted. This limitation will be addressed in future

releases of vOneCloud.

Select cluster

OpenNebula £ Host
& Dashboard o
22 system

&8 Virtual Resources
Virtual Machines

Templates

ih Infrastructure
Clusters I
| Hosts

Virtual Networks

Zones

& OneFlow

Services

Templates

@ support

Not connected

Information
id

Name
Cluster

State

M MAD

VM MAD

VN MAD

Attributes

M_MAD
PUBLIC_CLOUD
RESERVED_CPU
RESERVED_MEM
TOTALHOST
TOTAL_ZOMBIES
VCENTER_HOST
VCENTER_RESOURCE_POOL

&
VMs
Capacity
B Allocated Memory
devels [
= Allocated CPU
MONITORED Real Memory
veenter real CPU
veenter
dummy
veenter Ew
YES @ m
= m
Ew
1 E o
& m
A 4 -
DeveResourcePool Ew
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CHAPTER
SEVEN

APPLIANCE CONFIGURATION

7.1 Introduction

The vOneCloud appliance features two components to simplify the configuration tasks needed to set-up, configure,
maintain and upgrade the cloud: the vOneCloud Control Console (text-based) and the vOneCloud Control Panel
(web-based).

This sections explains each of these interfaces, how to access them and the available configuration options.

7.2 Control Console

This is a text-based interface available used to run basic configuration tasks in the vOneCloud appliance.

| -

b1 5 1
I L N T L

by OpenNebula Systems

Welcome to vOneCloud Control Console. You have started vineClowud for the first
time. Follow this short wizard to configure it:

— Configure Network

- Configure proxy
3et the root password
Change the passuword for oneadmin in OpenNebula
Open vOneCloud Control Panel (web-bazed interface)l

Press enter to continue...

The Control Console is available by opening the vOneCloud appliance console in vCenter. It requires no authentication
since only the vCenter administrator will be able to open the vOneCloud console.

This component runs in two stages. The initial bootstrap stage, and the basic configuration stage.
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7.2.1 Initial Boostrap
The initial bootstrap is a configuration wizard which is part of the deployment process of vOneCloud, and it must be
run. During this step the user will be prompted to configure the following aspects:

* Configure Network

* Set the root password

* Change the password for oneadmin in OpenNebula

 Configure proxy

Once this wizard has been executed the user is ready to open the vOneCloud Control Panel at
http://<appliance_ip>:8000 in order to continue with the deployment configuration and to start the OpenNebula ser-
vice.

Note that during this step the oneadmin account password will be set, which will be then used to access the vOneCloud
Control Panel.

7.2.2 Basic Configuration
At any given moment, the vOneCloud administrator may choose to open the vOneCloud appliance console in vCenter
to perform some additional configuration:

* Networking configuration, which is useful if the networking configuration changes at any given time.

* Proxy configuration.

* Change the oneadmin password. Note that this step requires that the vOneCloud administrator restarts the
OpenNebula service in the vOneCloud Control Panel.

7.3 Control Panel

This is a web based interface available at http://<appliance_ip>:8000 which handles many aspects of the vOneCloud
platform configuration. The Control Panel can be reached at any time from the Sunstone GUI using the Control Panel
link in the bottom of the left hand side menu.
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OpenNebula & Dashboard

| o Dashboard =22 Virtual Machines

£ System 2

48 Virtual Resources 2 ACTIVE

0 -
i Infrastructure

0  Fae
& OneFlow
& support

& Hosts

Mot connected

1

Cantral Panel 1 M

-

Eal

To log in the administrator will need the oneadmin account, which is set in the initial configuration of the Control
Console.

The next section documents the available information and actions in this interface

7.3.1 Appliance Management

In the dashboard of the Control Panel you will be able to see the following information:

Parame- | Description
ter
UUID Each vOneCloud appliance has an automatically generated UUID used to identify it. This
information is required by vOneCloud Support for users with an active support subscription.
Installa- Records the date of the vOneCloud first deployment.

tion

Date

Version Active vOneCloud version

Upgrade | Records the date of last vOneCloud upgrade.
Date
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vOneCloud Control Panel

vOneCloud 1.2 OpenNebula State

Openhlebula is @
You can connect to vOneCloud at
http://10.0.1.252/

Subscribe
Restart

vOneCloud is up to date.

Mo active subscription detected. Subscribe to manage upgrades.

Admin Tasks
uuID Gbbc3abe-3836-a3a2-h250-4¢17146439d0
) . Bootstrap CpenMebula
Installation Date  2015-02-13 18:26:29 +0000 0150213 18:27:15 +0000
Yersion 12 - -
Start Openhlebula
2015-02-13 18:27:16 +0000
Upgrade Date  2015-02-13 18:26:29 +0000
Reconfigure Openhlebula
2015-02-13 18:27:16 +0000
Configure
All Tasks

This vOneCloud release supports the following configuration options:
s EC2 Drivers

¢ Azure Drivers

* SoftLayer Drivers

+ Active Directory integration

Configt

OpenMebula Systems

Additionally vOneCloud will report the subscription status:
* No subscription detected
* Active subscription

» Expired subscription

7.3.2 Configuration Management

The configuration action handles the supported configuration of the vOneCloud appliance:
* Hybrid drivers (Amazon EC2, IBM SoftLayer, MS Azure).
* Active Directory or LDAP integration.

If the configuration is changed while OpenNebula is running, it will need to be restarted. A warning will appear in the
dashboard reminding the user to restart the OpenNebula service.
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7.3.3 Service Management

The OpenNebula services can be managed in the main dashboard: start, stop and restart.

Any of this actions will trigger one or more tasks. If one of this tasks fails, the user will be notified, and those with an
active support subscription will be able to send the error report to the vOneCloud Support.

7.3.4 Log Access

The Control Panel features the possibility to access the OpenNebula logs.

7.3.5 Automatic Upgrades

When a new vOneCloud release is available for download users will be notified. User with an active support subscrip-
tion will be able to upgrade with a single click. In the main Dashboard area the user will be notified if there is a new
release available. In that case the user will be able to click a button that will start the upgrade.

Note: Before running an automatic upgrade users are recommend to create a vCenter snapshot of the vOneCloud
appliance in order to revert back to it in case of failure.

7.4 Troubleshooting

This section details what actions to take if any of the vOneCloud appliance configuration functions fails.

7.4.1 Cannot Check for Upgrades

When the vOneCloud Repository cannot be reached this message will be displayed:

OpenNebula Systems vOneCloud Repository is unreachable. Cannot check for upgrades. Read the Trou-
bleshooting guide for more info.

This means that the appliance cannot reach the appliance repository at vonecloud.com. In the first place, check from
your browser that this website is up: https://downloads.vonecloud.com/version, it should display a message like:

“error”:”Invalid Data.” }

If that works, then it’s probably a networking configuration error. Make sure that the network of the appliance has been
properly set (see here ). It also might be a proxy problem if the appliance requires a proxy to access the internet. If you
are sure these configuration parameters are correct, perform a manual login to the appliance and check the following
items:

* Inspect the routes ip route
« If you are not using a proxy, make sure you can reach the Google DNS to test internet connection: ping 8.8.8.8.

* Run the following command: curl -kv https://downloads.vonecloud.com/version. If you are using a proxy
run this instead: HTTPS_PROXY=http://<proxy_user>:<proxy_pass>@ <proxy_host>:<proxy_port> curl -kv
https://downloads.vonecloud.com/version.

If you are sure the network is properly configured, please feel free to submit a support to vOneCloud Support.
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7.4.2 Debug Information

An Admin Task called Debug Info generates a gzipped tar file which can be downloaded that contains all the
required information to debug the cloud if the OpenNebula user runs into a problem. This file can be then sent to
vOneCloud Support. Note that this sends information on all the resources of the cloud and the OpenNebula log.

Note: Please examine this information before sending it over if you have concerns about sensitive data that might be
automatically bundled in the file.

To generate the debug information follow these steps:

vOneCloud Control Panel

vOneCloud 1.4.0 OpenNebula State

OpenNebula is @&

vOneCloud is up to date. You can connect to Sunstone at

http:/Mlocalhost/
Upgrade Now
Restart Stop

Admin Tasks

UuID dab7bbdf-912d-4140-b52d-dccbfbsB8deS

. Debug Infa

Installation Date ~ 2015-04-20 14:29:38 +0200 0150101 ’ZWO

Version 14.0 2
All Tasks

Upgrade Date 2015-04-20 14:29:38 +0200 .
Access Logs 1
Debug Info

To download the file click on the Debug Info job and download the file:

vOneCloud Control Panel

A Home

Job — Debug Info

Start Time  2015-04-21 12:10:23 +0200
End Time 2015-04-21 12:11:00 +0200
State finished

Exit Status 0

File debug-131 tar.gz K
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7.4.3 Job Failure

A job should never fail. If it fails you should submit a support ticket with the attached Job Crashed Report (link found
in the Job page) to vOneCloud Support.
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